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Automated Design of a Three-Dimensional Subsonic Diffuser

Wei-Li Zhang,* Doyle D. Knight,” and Don Smith*
Rutgers University, New Brunswick, New Jersey 08903

A novel methodology is developed to integrate state-of-the-art computational fluid dynamics analysis, NURBS,
and optimization theory to reduce total pressure distortion and sustain total pressure recovery within a curved
three-dimensional subsonic S-duct diffuser by automated redesign of the diffuser shape. Two independent design
variables are used. The change of the surface shape is assumed to be Gaussian. GASP with the modified Baldwin-
Lomax turbulence model (Baldwin, B. S., and Lomax, H., “Thin Layer Approximation and Algebraic Model for
Separated Turbulent Flows,” AIAA Paper 78-257,1978) is employed for the flowfield prediction and proved to give
good agreement with the experimental surface pressure for the baseline S-duct diffuser geometry. The automated
design optimization is performed with a gradient-based method to minimize the total pressure distortion based
on the two design variables. The best configuration obtained reduced distortion by typically 70% while keeping
the total recovery essentially the same. The results indicate that the mechanism responsible for improved diffuser
performance is the suppression of detrimental secondary flows by changing the surface shape to redirect the flow.

Nomenclature
C, = pressure coefficient
DC(¢) = distortionindex
d = inflow diameter
H = inflow boundary-layershape factor
n = distance normal to surface
p = static pressure
Do = total pressure
q = dynamic pressure
R = radius of curvature of baseline duct
r = inlet radius of baseline duct, 10.21 cm
) = outletradius of baseline duct, 12.57 cm
s = arclength measured along duct centerline
S0 = centroid of perturbation to control points
Uy = friction velocity
a = magnitude of perturbation to control points
B = width of pertubation to control points
[ = inflow boundary-layerthickness

& = inflow displacementthickness
& = inflow momentum thickness

0 = angle measured along duct

¢ = angular width of region for DC
Subscript

cl = centerline

Introduction

IRCRAFT propulsion systems often use diffusers to convey
airflow from the wing or fuselage intake to the engine com-
pressor. Compressible, subsonic flow conditions usually exist for
this application. Examples of commercial aircraft with such dif-
fusers include the Boeing 727 and the Lockheed Tristar. Among
military aircraft, both the General Dynamic F-16 and McDonnell-
Douglas F-18 use them.
Well-designed diffusers should incur minimal total pressure
losses and deliver nearly uniform flow with small transverse veloc-
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ity components at the engine compressor entrance. Reduced total
pressurerecoverylowers propulsionefficiency, whereas nonuniform
flow conditions at the engine face lower engine surge and stall lim-
its. However, airframe weight and space considerationsdemand as
short a diffuser as possible, resulting in high degrees of centerline
curvature and large changes in cross-sectional area. These factors
are responsible for the development of strong secondary flow and
attendant boundary-layer separation, which increase the total pres-
sure nonuniformity and total pressure loss at the diffuserexit. Large
amounts of distortion significantly reduce engine performance and
may lead to drastic results, such as engine stall.

The flowfield characteristics and performance of subsonic dif-
fusers has been an interesting research topic for many years. A very
early experimentalinvestigationwas performedby Weske.! He per-
formed a systematic investigation of the pressure drop and, in some
cases, of the velocity distribution in compound elbows to improve
the design of ducting systems in aircraft. In his research, circular
and elliptical ducts were configured with differentangular positions
relative to each other. He demonstrated that the radius ratio (de-
fined as the ratio of the radius of curvature of the centerline of the
duct to the hydraulic diameter of the duct) is the most important
design variable for the compound bends affecting the pressure-drop
coefficient of the bend, although the variation of the centerline of
the compound bend also contributesto the pressure drop. Flow rota-
tion was discovereddownstreamof a 90-deg-offsetcompoundbend.
Henry? summarized a correlation of previous experimental data on
ductcomponentsof aircraft power-plantinstallationsand stated that
skinfrictionand flow separationare two fundamentalcauses of pres-
sure loss in fully turbulent flow through any duct component. He
also indicated that pressure loss in the flow is mainly due to flow
separation and that forces arising in the airstream in a direction op-
posite to the direction of flow and the change of flow direction, as
in bends, tends to cause flow separation.

Bansod and Bradshaw? investigatedthe total pressure,static pres-
sure, surface shear stress, and yaw angle in the flow through several
S-shaped ducts, each with a thin turbulent boundary layer at entry.
They found that the large extent of the low-velocity region at the
exit planeis due to the productionof longitudinal vorticity by lateral
deflection of the boundary-layerflow in the first bend, followed by
vortex stretchingcaused by aregion of longitudinalacceleration(for
the particulardiffusersstudied) toward the end of the second bend. A
pair of contrarotating vortices was also found embedded in the lower
part on the exit and expelled low-velocity fluid toward the center
of the cross section. The same mechanism appears to be responsi-
ble for the region of low total pressure region. Guo and Seddon*
also reached a similar conclusion in their experiment to measure
the static pressure, total pressure, swirl, and three-dimensional
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turbulence in the flow through an S-shaped rectangular duct at dif-
ferent incidences, yaw angles, and mass flow ratios. Their results
also showed, at high incidence, the distortion of total pressure at
the exit of the S-duct is large and indicated that appreciation of the
existence of this type of flow is important in the field of air intake
design for jet aircraft.

Wellborn et al.> provided a comprehensive experimental bench-
mark data set for compressible flow through a representative sub-
sonic diffuser and investigated the details of the flow separation
region and the mechanisms that drive this complicated flow phe-
nomenon. This diffuser is the baseline configuration for our design
optimization and is described in detail in the next section. This re-
search described the flow through an S-duct that is characterized
by a strong interaction between the boundary layer and the core
flow. It also showed that the flow was symmetric about the y =0
plane. A large region of flow separation was found within the duct.
Duct curvatureinduced strong pressure-drivensecondary flows that
evolvedinto a large pair of counter-rotating vortices. These vortices
convected the low-momentum fluid of the boundary layer toward
the center of the duct, degrading both the uniformity and magnitude
of the total pressure profile.

Abdallah and Hamed® performed an inviscid computation for
the secondary flow in curved ducts by presenting an analytical
formulation and a numerical solution for three-dimensional rota-
tional flow in curved ducts to study the secondary flow phenomenon
associated with the distributed secondary vorticity. Smith et al.”
performed computational fluid dynamic (CFD) studies by using a
parabolized Navier-Stokes (PNS) program, PARC3D, to predict
the complex flow physics and performance characteristics of a dif-
fusing subsonic S-duct. An algebraic turbulence model, together
with the Beam and Warming approximate factorization algorithm,
was usedto solve the three-dimensionalReynolds-averagedNavier—
Stokes equations. This computation demonstrated good agreement
with the experimental data, and it also suggested that upstream
and downstream boundary conditions for the duct should be ac-
curately specified to allow for the proper upstream boundary-layer
development and downstream pressure adjustment. Harloff et al.®-*
performed Navier-Stokes analysis and experimental data compar-
ison of compressible flow within a circular diffusing S-duct and
a circular-to-rectangula transition duct with a full Navier-Stokes
solver, PARC3D, using both an algebraic and a two equation tur-
bulence model. This computation indicated that the flowfields were
generally in good agreement with the experiment; however, both
turbulence models underpredicted the length and angular extent of
the boundary-layerseparation.

Anothermethod of predictingthe properties of various turbulence
flows in planar, conical, and annular diffusers with inlet swirl and
inletdistortioneffect was developedand appraisedby Hah,!® Harloff
et al.,!' and Demuren,'? and the feasibility of conducting three-
dimensional Navier-Stokes calculations for circular-to-rectanguhr
transition ducts was performed by Pao et al.!?

Because engine face flow distortion is one of the most trouble-
some problems for aircraft designers of modern inlet engine sys-
tems, a large effort has been made to improve the diffuser per-
formance by redesigning the diffusers to reduce the distortion at
the engine face. Gerlach and Schroeder'* performed a theoretical
and experimental investigation of ducts and their components to
minimize pressure drop, surge pressures, and vibration levels to
generally improve flow conditions of gases and liquids in space
vehicle feed systems. By changing the duct cross-sectional shape,
local accelerations and decelerations of fluid were achieved to re-
duce the overall elbow pressure loss and centrifugal force gradi-
ent. Some researchers tried to reduce the flow separation and sec-
ondary flow in different ways. Guo and Seddon” tried to reverse the
sense of the swirl at the exit plane by implementing a solid spoiler
to block 15% of the entry width from the inside wall. Weng and
Guo'® presented an automatic adjustable blade method to control
the swirl and to improve the average total pressure coefficient in
an S-duct. A airfoil vortex device and flow control rail were used
to reduce the swirl by Vakili et al.'® Lin and Jules'” described a
vortex control device that decreased the swirl with increasing suc-

tion and even eliminated the bulk vortex if the suction was large
enough.

Another important way to reduce or eliminate boundary-layer
separationis related to vortex generators. Substantial improvements
in pressure recovery were reported by Taylor'® and Brown et al.!’
on various subsonic diffuser geometries. Work done at NASA John
H. Glenn Research Center at Lewis Field on a mixed-compression
inlet by Mitchell and Davis® established the principle of using
vortex generator arrays as a means of reducing exit airflow dis-
tortion. Reichert and Wendt*! performed experimental research by
installing vortex generator in the diffuser to reduce the distortion.
In their experiment, different kinds of vortex generators were in-
tensively investigated with different configurations. Anderson and
Gibb* demonstrated that a reduced Navier-Stokes solver can be
used very effectively to develop a vortex generator installation to
minimize the engine face circumferential distortion by controlling
secondary flow. This research study also established the nature of
the performanceimprovements that can be realized with vortex flow
control and suggested a set of aerodynamic properties that can be
used to achieve a successful vortex generator installation design.
Vakili et al.'® showed that an array of vane-type vortex generators
reduced total pressure distortion at the duct exit. Most recently,
Mayer? designed a three-dimensional subsonic diffuser by chang-
ing the diffuser shape with the aid of CAD software. After defining
the throat and engine face cross sections, the aerodynamic surfaces
of the diffuser were formed using smooth surface blends from the
throat section to the engine face with the constraint of line-of-sight
blockage of the engine face. The results showed that the shape of the
diffuseris closely related to the distortion, and the resulting diffuser
is capable of reducing the distortion while maintaining acceptable
total pressurerecoveryand preservingline-of-sightblockage.Shape
optimizationand the relation between the componentsin the propul-
sion were also extensively studied by Reddy and Reddy,* Burgreen
et al.,?> and Lin and Jules.!”

With the advent of high-speed computers and the availability of
more accurate and reliable CFD solvers, numerical optimization
processes can be effectively used to carry out complex shape de-
sign for optimum performance. Compared to the traditional meth-
ods, this process involves modest cost and can be completed in a
short period of time. The objective of the present research is to
develop a methodology to integrate a state-of-art surface represen-
tation technique, structured grid generation, a viscous Reynolds-
averaged Navier-Stokes solver, and sequential quadratic optimiza-
tion theory to minimize the total pressure distortion at the exit plane
of a three-dimensional subsonic diffuser while maintaining or in-
creasing the total pressure recovery on that plane by modifying the
shape of the S-shaped diffuser.

Baseline Diffuser

The baseline diffuser corresponds to the experimental configura-
tion of Wellborn et al.’> The geometry is shown in Fig. 1. The duct
centerline was defined by two planar circular arcs with identical
radii R, of 102.1 cm, and subtended angles ® /2, of 30 deg. The
centerline coordinates are given by Eqgs. (1) and (2). All cross sec-
tions perpendicular to the centerline were circular. The duct inlet
radius r; was 10.21 cm. The duct exit radius r, was 12.57 cm and
produced an area ratio A,/ A, of 1.52. The variation of the duct ra-
dius as a function of the angle 0 is given by Eq. (3). The data of this
experiment, performed at the NASA John H. Glenn Research Cen-
ter at Lewis Field Internal Flow Mechanics Facility, are presented
by Wellborn et al.> Complete details of the facility are described by
Porro et al.?® For 0 <0 <0,,,./2

X = Rsin, Ya =0, Zg =RcosO@—R (1)
For Oy /2 <0 <Ohnu
Xa = 2R sin(0y0x/2) — R sin(Opax — 0), Ya =0
Zag = 2R c08(Onax/2) — R — R c0S(Opax — 0) )

r/rl =1+ 3("'2/"'1 - 1)(9/9111;1)()2 - 2("'2/"'1 - 1)(9/9111;1)()3 (3)
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Table 1 Inlet boundary-layer parameters

Profile parameter Value
(8/ry) X100 6.95
(&1/r1) X100 1.46
(&/r1) X100 1.06
H 1.38

+

Fig. 1 Baseline S-duct diffuser.

All reported tests were conducted with an inlet centerline Mach
number of 0.6 and an axisymmetric inflow. The Reynolds number,
based on the inlet diameter and centerline velocity, was 2.6 X 10°.
An axisymmetric thin turbulent inlet boundary layer existed. The
inlet profile parameters are shown in Table 1.

Governing Equations

The integral form of the time-dependentcompressible Reynolds-
averaged Navier-Stokes equations in three dimensions is

i/de " f{F(Q)-fz]dA =y§[FV<Q)-ﬁ]dA )
at 1% A A

The conserved quantities are denoted by @, the inviscid flux vector
by F, and viscous flux vector by F,. The normal direction vector
of the surface is denoted by #1. Every cell in the domain is used as
a control volume for application of Eq. (4). If we denote the cell
volume as Vol and the area of each cell face as A A, then the finite
volume form of Eq. (4) is

00\ oq N _ .
Vol(a—q>§ + ZA:(F-n)AA = XA:(FV MAA  (5)

where the cell average of the conserved-variablefield is defined as

_ 1
= — dv 6
¢ Vol /‘: e ©)
In vector form, the conservative and primitive variables are

P P
pu u

0=1{rvt. g=1" @)
pw w
pe p

The flux vectors represent, in order, the species continuity equa-
tion, the three momentum equations, and the energy equation. The
inviscid flux vector is

p(V-n)
pu(V-i)+na,.p
F-a=ypv(V-)+a,p ®)
pw(V-n)+i.p
ph(V - it)
and the viscous flux vectoris
0
F,-a= TN 9)
—(Vg+V)-h

where V is the velocity vector and 7 is the viscous-stress tensor.
Details are presented by Zhang.?” The heat conduction vector is

Vg = —kVT (10)

where £ is molecular thermal conductivity. Sutherland’s relation is
used and is written as follows:

k= ko (TIT)? (T, + S)/(T + S)] (11)

The coefficients ko, Ty, and S depend on the species. More details
may be found by White.?® The Baldwin-Lomax algebraic turbu-
lence model?’ is used. The search for the peak in the outer function
nwD (where n is the distance normal to the wall, o is the mod-
ulus of the vorticity, and D is the VanDriest damping factor) is
restricted to a distance of o from the wall, where J is the incoming
boundary-layerthickness.”*° This avoids a spuriousdefinition of the
outerlength scale. Details are presented by Zhang.>” The Reynolds-
averaged Navier-Stokes equations are solved in finite volume form
using general aerodynamic simulation program (GASP).3! The in-
flow boundary condition is a nonseparated turbulent flow, and it
plays an important role in the flow separation and secondary flow
in the downstream part of the diffuser. It is essential to supply an
accurate inflow to simulate the complicated flowfield within the dif-
fuser. A two-dimensional, compressible turbulent boundary-layer
flow solver developed by York®? was used to compute the inflow
profile. The pointwise inflow boundary condition was constructed
based on the method of characteristics. At the outflow boundary,
the back pressure is held constant over the entire boundary surface,
and the remaining flow variables are set equal to those on the first
interiorcells. The value of the back pressureis obtained from exper-
iment. Provided that the outflow is located at the end of a section of
straight, constant cross-sectional duct sufficiently far downstream
of the region of duct centerline curvature, the assumption of con-
stant outflow pressure is reasonable for simulation of steady flow.
Typically, the outflow boundary was several diameters downstream
of the end of the duct centerline curvature. No-slip and adiabatic
boundary conditions are applied on the solid wall boundary.

Algorithms

Surface Geometry Representation

The geometry of the three-dimensional diffuser is represented
by non-uniformrational B-splines NURBS). A NURBS surface of
degree p in the u direction and degree ¢ in the v direction is in the
form

S(uv) = P02 —o Nip(WN; (M ; P j
P20 220 Nip N (Voo

Oo<u,v<l1 (12)
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The P; ; form a bidirectional control net. The ;, ; are the weights,
and N, ,(u) and N, ,(v) are the nonrational B-spline basis function
defined on the knot vectors:

U= 0,...,0,1/{!,1.1,...,u,_p_l,1,...,1
— —
p+1 p+1
V=10,...,0,v40 .,V g 1,0, 1 (13)
e e
g+1 g+1

wherer =n+p+1,s=m+gq +1,and

1 if U <u < Ujy
Nio(u) = .
0 otherwise
u—u; Uit p+1 — U
N[,p = N[,p—l(u) + N[+1,p—l(u)
Uiy p — U Uiy p+1 — Ui+
(14)

A NURBS bivariate vector-valued piecewise rational function is
used to define the diffuser shape. To retain the second-order conti-
nuity of the surface to be built, three degrees in both parameter u
and v direction are chosen in the representation. We assume, with-
out loss of generality, that u is along the circumference on the cross
section normal to the centerline, whereas v is along the centerline.
The NURBS surface is represented as

14 136

S(u, v) =ZZR[’,.P[,,~ (15)

i=0 j=0
where

R . = N[,3(u)Nj,3(V)w[,j (16)
Li = 4 136
k=0221=0 Nis(u)N;3(v) oy,

{P;,;} form a bidimensional control net with 14 X136 in u and
v directions, respectively, and {w; ;} are weights set to 1.0 in the
computation.
{N;3(u)} and {N;3(v)} are the nonrational B-spline basis func-
tions defined on the knot vectors,
U ={ug, uy, ..., ul, V ={vo, Vi, ..., Vize} )]
Because in the u direction, the surface is closed, P, ; =P, ;,
Py ;=P , Py =P ;.

Flowfield Analysis

A three-dimensional, multiblock structured grid is generated by
GridPro/az3000 (Ref. 33). GridPro is a general purpose commerical
grid generator using an advanced smoothing scheme that incorpo-
rates many automatic features. The process of grid generation is
accomplished by solving a variationally based method with an iter-
ative updating scheme. The grid used for the results presented herein
consistsofan Hgridof 17 X25 X265and O gridof 57 X 145 X265.
The distance of the first grid point adjacent to the walls is restricted
accordingto n* <1, where n* =nu./v,, and n is the normal dis-
tance, u, = \/(7,/p,), and v, =,/ p,,.

Toevaluatetheintegralin Eq. (4), the primitive variablesat the cell
faces are employed to evaluate the fluxes. The monotonic upstream-
centered scheme for conservationlaws is employed to compute the
left state at the i + % face and right state at the i — % face:

g, =4+ (¢/H1 - Vg + (1 +k)Ag] (18)

1
i+

o=

g, =4 —(¢/HA+ Vg + (1 -k)Ag] (19)

r
i+

o=

where

Vg =qi+1 — qi, Agi =q;i — qi -1 (20)
InEgs. (18) and (19), the value for k determines the spatial accuracy
of the reconstruction, and ¢ is either O for first-order accuracy or 1
for higher-orderaccuracy. The values k = é and ¢ =1 are employed
to achieve third-order quadratic reconstruction that conserves the
cell average of all three cells: ¢;—1, ¢;, and ¢q; + ;. The Van Leer
et al.** scheme is used to compute the inviscid fluxes. To speed
up computational convergence, local time stepping and a multigrid
strategy are employed.

Sequential Quadratic Optimization Method

The general constrained optimization problem is to minimize a
nonlinear function subject to nonlinear constraints. The formation
can be described as follows:

min{f(x):¢c;(x) <0,i € I, h;(x) =0,i € &} 21)

where ¢; and h; are the mapping from R" to R and [ and & are
index sets for inequality and equality constraints, respectively. The
sequential quadratic programming algorithm CFSQP? is a gener-
alization of Newton’s method that minimizes a quadratic model
of the problem. In this case, for each iteration k, the sequential
quadratic programming algorithm replaces the objective function
with quadratic approximation,

flld) = fx) + V) d + 3d" V2 fu, )d - (22)

where {4, } is the Lagrange multiplier. If the initial guess is infea-
sible for linear constraints, a point satisfying these constraints is
generated by solving a strictly convex quadratic program, and if the
initial guess, or the newly generated initial guess, is infeasible for
the nonlinear inequality constraints, a point is generated to satisfy
all of the constraints other than nonlinear equality constraints by
iterating on the problem of minimizing the maximum of the non-
linear inequality constraints. Then according to Mayne and Polak’s
scheme,*® nonlinear equality constraints are turned into inequality
constraints,

h;j(x) <0, j=1...,n, (23)
and the original objective function f(x) is replaced by the modified
objective function,

Fulx, p) = F(0) = Y pihy(x) 4
j=1
where p;, j =1,...,n, are positive penalty parameters that are

iteratively adjusted. The resulting optimization problem, therefore,
involvesonly linear constraintsand nonlinearinequality constraints.
The successive iterations generated all satisfy these constraints.
The algorithm for this transformationis described and analyzed by
Panier and Tits,”” Bonnans and Panier,*® and Zhou and Tits.>* An
Armijo-type line search® is used when minimizing the maximum
of the nonlinearinequality constraints to generate an initial feasible
point.

After approximation to the quadratic form by Eq. (22) on a fea-
sible iterate x, the basic sequential quadratic direction d° is first
computed by solving a standard quadratic program using a posi-
tive definite estimate of the Hessian matrix. An essentially arbitrary
feasible descent direction

d' =d'(x) (25)

is then computed by solving the strictly convex quadratic program.
For a certain scalar p € [0, 1], a feasible descent direction

d=(1-p)d® + pd" (26)
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is obtained, asymptoticallyclose to d°. Then a second-ordercorrec-
tion

d =d(x,d, H) (27)

is computed involving auxiliary function evaluations at x +d. H
is the Hessian matrix. An Armijo-type search is performed along
the arc x + rd + t*d. The purpose of d is to allow a full step to be
taken to a solution, thus, allowing superlinear convergence to take
place.

Automatic optimization of a three-dimensionalsubsonic diffuser
can be realized by integrating the CFD solver GASP, grid gener-
ation GridPro, surface representation NURBS representation, and
optimizer CESQP. The Perl shell language is employed to integrate
this process, torealize the communicationbetween these major com-
ponents, and to monitor the progress of the design in the process.

Baseline Computation

Before the optimization, computations of the baseline configura-
tion (Fig. 1) were performed to verify the accuracy of the numerical
algorithm of the CFD solver GASP and the geometry surface con-
figuration. At the inflow, the inlet Mach number at the centerline is
0.6, the inlet Reynolds number based on inlet diameteris 2.6 X 10°,
and the inlet boundary thickness is 7% of the inlet diameter.

A grid refinement study was performed to ascertain the grid res-
olution required for the optimization. For the same baseline config-
uration, three sets of grid were used: a coarse grid of 9 X9 X85 of
H grid and 25 X 39 X 85 of O grid (149,160 grid points), a medium
grid of 9 X 13 X 133 of H grid and 29 X 73 X 133 of O grid (297,
122 grid points), and a fine grid of 17 X25 X265 of H grid and
57 X 145 X265 of O grid (2,302,850 grid points). The first point off
the wall has an average n* of less than 1.0 for all three sets. Based
on this grid refinement study,* an effectively grid-independentso-
lution is achieved by the refined grid. All results presented here are
for the refined grid. Because the geometry and flow are symmetric
about the y =0 plane, we compute the flowfield in one-half of the
diffuser with a symmetry boundary condition. The grid sizes given
correspond to the half-domain.

The computed results for the baseline geometry are shown in
Figs.2-7 and show the static pressure coefficient C,, at three circum-
ferential locations (¢ =10, 90, and 170 deg) and three streamwise
stations (B, C, and D) together with the experimental data and the
computation of Harloff et al.® The locations of the measurements
are indicated in Fig. 1. The static pressure coefficient C), is defined
as

Cp _ P — Pa

= (28)
Po,ct — Pal
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Fig. 2 Surface static pressure coefficient at © = 10°.
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Fig. 3 Surface static pressure coefficient at © = 90°.
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Fig. 4 Surface static pressure coefficient at @ = 170°.
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Fig. 5 Circumferential surface static pressure at plane B.
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Table2 Separation starting point location
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E — refined grid
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Fig. 6 Circumferential surface static pressure at plane C.
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Fig. 7 Circumferential surface static pressure at plane D.

where p is the local static pressure, and py o and p, are the total
and static pressure at the inflow centerline, respectively. Overall,
the present computations display very good agreement with experi-
ment and demonstrate a significant improvement over the previous
computation of Harloff et al. The streamwise pressure distributions
(Figs.2-4) displaya plateaubeginningats/d = 1.98, whichis asso-
ciated with the separationof the boundarylayeron the lower surface.
The crosstream pressure distribution at location B (Fig. 5) shows a
circumferential pressure gradient that is attributable to the stream-
wise curvature of the diffuser and responsible for the generation of
circumferential flow. The sign of the circumferential pressure gra-
dient changes at location C due to the change in curvature of the
diffuser and becomes larger at location D.

The experimental and computed surface streamlines for the base-
line geometry are shown in Figs. 8 and 9, respectively. Reasonable
agreement is observed. The computed surface streamlines display
a closed limiting oval streamline and a nodal point of separation.*!
The streamwise location s of the computed and experimental sepa-
ration point on the centerline are shown in Table 2 and are in close
agreement.

Figure 10 shows the computed and experimental total pressure
coefficient contours at plane E. The experimental data are on the
left. The total pressure coefficient is defined by

Case Starting point location, cm
Experiment 40.48
Refined grid 38.60

Fig. 8 Experimental surface streamlines.

Fig. 9 Computed surface streamlines.

Po — Pd

0 = (29)
pU,cl — Pa

Cp

A region of low total pressure is evident near the lower surface. It
is attributable to the interaction of the strong secondary flows, ini-
tially generated by the circumferential pressure gradient (Fig. 5),
with the separation of the boundary layer near the lower surface.
The low-pressure region comprises a counter-rotating vortex pair.
The computed shape of the low total pressure region is in reason-
able agreement with experiment; however, the magnitude of the
total pressure loss is overpredicted. The computed total pressure
distortion indices are defined by

DC(¢) = max[py — po($)1/d (30)
where
podA podA gdA
ﬁU = fA - s ﬁU((b) = f¢ - s q = fA
f, dA f; dA f, dA
31

and f indicates an integration over a pie-shape domain of angular
size ¢ (Fig. 10), and fA indicatesan integrationover the entire cross-
sectional area A. The maximum is taken over all possible locations
of the pie-shapeddomain. The distortionindices are defined at plane
E (Fig. 1). The computed distortionindices consistently overpredict
the distortion due to the overestimate of the total pressure loss in
the counter-rotating vortex pair (Table 3). Nonetheless, the close
agreementbetweenthe computed and experimentalsurface pressure
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Table 3 Total pressure distortion indices for baseline geometry (Figs. 2-7) lends credance to the computation and its subsequent
use for reducing the distortion at the outflow.
Value
Parameters pol/ pores DC (45°) DC (90°) DC(135°) DC (180°) Optimization Design
Experiment 0.9655 0.559 0.370 0.303 0.181 . .
Baseline 0.9680 0700  0.622  0.504 0.261 Geometry Modification

From the baseline computation, we are able to identify the start-

computation ) ! .
pol Poset DC (60°) DC (90°) DC (120°) ing point of the separation on the_ plane of symmetry at s/d =2.

Experiment 09671 04155 03572 02891 Downstream of the separation region, the secondary flows become
Baseline 0.9680  0.686 0.622 0.564 strongerand, thereby, increase the total pressuredistortion. Our idea
computation is to try to delay or even eliminate this separation on the lower sur-

face and, hence, to reduce the distortion at the outflow.

015k

Level Cp
\ 12 095
-0.25 ) 1 0.9
10 0.85
9 0.8
0.75
7 0.7
6 0.65
5 0.6
4 0.55
3 05
2 0.45
P

-0.35 04

0.2

Fig. 11 Optimal diffuser shape; crossflow velocity and total pressure coefficient at plane E.
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Table4 Total pressure distortion indices for optimal design

Value
Parameters po! poret DC (45°) DC (90°) DC (135°) DC (180°)
Baseline 0.9680 0.700 0.622 0.504 0.2612
computation
Opt. design 0.9665 0.2062 0.2047 0.1636 0.0940
Difference (%) 0.15 70.5 67.1 67.5 64.0
Po/ poret DC (60°) DC (90°) DC (120°)
Baseline 0.9680 0.6866 0.622 0.505
computation
Opt. design 0.9665 0.1997 0.2047 0.1845
Difference (%) 0.15 70.9 67.1 63.5

Two design variables @ and § are specified. These two design
variables give the perturbation of the surface control points that,
therefore,modify the surface geometry and correspondingflowfield.
The perturbation to the control points is assumed to be Gaussian

A= aexp{—[(s - sU)/ﬁ]z} (32)

where ccand 3 are the heightand width of the perturbationand s is the
centerlinecurve length. The locationof the center of the perturbation
is taken to be 5o =0.4084 m, which correspondsto the experimental
separation point on the lower centerline plane (Table 2). The choice
is based on the assumptionthat the perturbationwould need to affect
the flow in the vicinity of the separation in the baseline geometry
to reduce the distortion at the outflow. This perturbation is only
applied to the control points that are located on the y =0 plane and
above the diffuserto maintain symmetry. From Eq. (32), itis evident
that the perturbation vanishes for |s — s,| > B, thereby limiting the
perturbation effect.

Optimization

We performed an automated optimizationof the subsonicdiffuser
design. Two design variables o and 8, which are defined in Eq. (32),
are employed. The configurationof the design variablesin the design
caseis 0.0 <o <0.15315m and 0.0983 < <0.15135 m. The ob-
jective of the optimizationis to reduce the distortionindices DC(¢).
Based on a trade study,”” we concluded that all of the distortion in-
dices behave similarly. Thus, it suffices to consider one distortion
index for example, DC45 deg, for the objective function. The auto-
mated optimization required six iterations.

The optimal results are indicated in Fig. 11 and Table 4. The dif-
fuser shape is characterized by a large bump on the upper surface
that creates a separated flow region on the upper surface. This effec-
tively reduces the crossflow and, thereby, reduces the distortion at
the outflow by 63-71%. The crossflow velocity vectors at plane E
show a general motion toward the upper surface, in contrast to the
baseline geometry wherein the crossflow was strongly toward the
lower surface at plane E. This yields a more axisymmetric total pres-
sure distribution at plane E, as indicated in Fig. 11. The mean total
pressure recovery remains essentially unchanged because the sep-
arated region generated by the bump is essentially a closed bubble
and, consequently,does not introduce low energy fluid into the duct
flow.

Conclusions

An automated design of a three-dimensionalsubsonicdiffuserhas
been achieved. The objective of the optimization is to reduce total
pressure distortion while maintaining the same total pressurerecov-
ery. Computations of the baseline geometry were performed includ-
ing a grid refinement study. The computational results were com-
pared with the experiment and the computation of Harloff et al.*
The computed surface pressure distributionsare in good agreement
with the experimental data and are more accurate than those of
Harloff et al. The computed total pressure distortion indices, mea-
sured at the downstream station, overpredict the experiment due to
an overestimatein the total pressure loss inside the counter-rotating
vortex pair. The computation accurately predicts the location of

separation on the lower centerline plane. An automated optimal de-
sign of the diffuser was performed using two design variables that
changed the shape of the upper surface of the diffuser at the approx-
imate axial location of the flow separation in the baseline config-
uration. The shape change is a bump that causes a local separated
zone on the upper surface. This separated zone generally reverses
the direction of the crossflow velocity, and, hence, the total pres-
sure distortion at the outflow is reduced. Typical reduction in total
pressure distortion is 70%. The mean total pressure at the outflow
is essentially unchanged. This study demonstrates the capability to
reduce total pressure distortion by modification of the surface shape
of the diffuser.

Several additionalfactorsneed to be consideredin futureresearch
for practical application of the results obtained in this study. These
include 1) the effect of the bump on the diffuser structural behavior,
2) the effectof inletangle of attack and/or sideslip, thatis, asymmet-
ric inflow boundary layer, on the flow distortion in the presence of
a bump, and 3) unsteady effects associated with engine surge, inlet
dynamic maneuver, or the separationregion introduced by the bump
(all of which would require modification of the constant pressure
outflow boundary condition).
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